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Supervised Hierarchical Bayesian Model-Based
Electomyographic Control and Analysis

Hyonyoung Han and Sungho Jo, Member, IEEE

Abstract—This work suggests a supervised hierarchical
Bayesian model for surface electromyography (sEMG)-based mo-
tion classification and its strategy analysis. The proposed model
unifies the optimal feature extraction and classification through
probabilistic inference and learning by identifying the latent neural
states (LNSs) that govern a collection of sEMG signals. In addition,
the inference step provides an approach to identify distinct muscle
activation strategies according to sEMG patterns based on LNSs.
To validate the model, nine-class classification using four sEMG
sensors on the limb motions is tested. The model performance is
evaluated with relatively high and low activation levels, generalized
classification across subjects and online classification. The model,
based on LNSs to capture various motions, is assessed with respect
to activation levels, individual subjects and transition during online
classification. Our approach cannot only classify sEMG patterns,
but also provide the interpretation of sEMG strategic patterns.
This work supports the potential of the proposed model for sEMG
control-based applications.

Index Terms—Classification, electromyographic control, sur-
face electromyography (sEMG), supervised hierarchical Bayesian
model.

I. INTRODUCTION

SURFACE electromyography (sEMG)-based muscle activa-
tion observation has been of particular interest as a non-

invasive method for control [1]. This method has potential
for applications in prosthetics [2]–[5], exoskeletons [6]–[9],
robotics [10], [11], etc., and has been verified through vari-
ous research results. While testing various algorithms to extract
desired commands from encoded sEMG signals, the follow-
ing popular algorithms have been explored in detail: neural
networks [12], [13], fuzzy systems [5], [6], and the Hill-type
muscle model [7], [8].

Artificial neural networks (ANNs) are one of the most pop-
ular machine learning-based classification and regression algo-
rithms. ANNs enable prediction without a detailed model of
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the underlying musculoskeletal system. Conversely, they do not
provide an explicit physical representation of the mechanism.
Taking into account the fact that the human body is a com-
plicated fuzzy system, a neurofuzzy algorithm for myoelectric
control or interface has been proposed, especially for robotic
exoskeleton applications [6]. A hierarchical neurofuzzy [14]
controller has been found to be good adapting to people who
generate different muscle activity levels. The Hill-type muscle
model [15] explains the neurophysiological mechanism of mus-
cle operation. A problem of the model-based approach is that
the number of model parameters to be determined increases as
more muscles are incorporated into the model, and the model
parameters are subject dependent [16], [17]. In addition to the
aforementioned approaches, onset analysis and finite state ma-
chine approaches have also been suggested [18].

Recently, there have been some attempts to apply Bayesian
approaches for electromyographic control [19]–[22]. Especially,
the hidden Markov model (HMM) [21] and the Gaussian mix-
ture model (GMM) [22] have been applied for multiple limb
motion classification using myoelectric signals. Bayesian ap-
proaches are generally known to be good at achieving an auto-
matic and adaptive process without concrete information about
the parameters and at incorporating prior information as well.
On the other hand, they typically involve high-dimensional in-
tegrals. However, the recent advent of sufficient computational
power and good methodology has made Bayesian approaches
very attractive for solving complex problems.

Even though a variety of methods have been attempted so far,
achieving a robust algorithm is still challenging because sEMG
signals are very likely affected by a person’s condition and the
task performed. For classification and analysis of motions, gen-
erative model approaches may have advantages to provide an
intuitive mechanism and to comprehensively describe the over-
all processing. Moreover, the sEMG strategies, which indicate
an essential characteristic of sEMG executing a specific motion,
could be different across subjects or differ in activation levels
while executing similar motions. Therefore, a comprehensive
model which can take into account individual strategies as well
as classify signal patterns is expected to provide better results
for extensive applications.

This paper proposes a new hierarchical Bayesian model to
interpret a generation of a multitime series of sEMG data and
classify the sEMG profiles (time series of each channel sEMG
signal) into several classes. The proposed model assumes the
probabilistic distribution of latent neural state (LNS) variables
that infer sEMG profiles. By constructing a generative proba-
bilistic model, probabilistic relationships among a set of latent
intention variables are formed and possible sequences of sEMG
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Fig. 1. Graphical model representation for the proposed supervised hierarchi-
cal Bayesian model. Each node is labeled according to its role in the generative
process. Observed nodes indicating data d and label c are shaded while the
other nodes indicating Dirichlet parameter α, Gaussian multimodal parameters
μ and Ω, class coefficient parameter η, multinomial distribution of LNSs θ, and
specific LNS z are unshaded.

data are generated based on the relationships. The probabilis-
tic structure of the LNS variables makes it possible to classify
activations from a set of sEMG profiles and to distinguish the
sEMG motion strategies.

II. SUPERVISED HIERARCHICAL BAYESIAN PROCESS MODEL

FOR AN SEMG-BASED CLASSIFICATION

A. Motivation

The proposed model is motivated by Latent Dirichlet Allo-
cation (LDA), which is the simplest topic model. LDA is based
on the intuition that documents, which are sets of words, exhibit
multiple topics [23]–[25]. LDA models document collections
that are produced from latent topics by representing each topic
as a distribution over a fixed vocabulary. The proposed model
interprets the intuition behind the topic model with respect to a
collection of sEMG profiles. It is proposed that we should regard
an sEMG signal profile over time as a sequence of data units.
An sEMG data unit, corresponding to a word in the topic model,
contains features that play roles in the basic representation of
data. Then, a trial, which records sEMG signals from multiple
electrode channels, is a collection of a sequence of units. As-
suming there are LNSs comparable to latent topics in the topic
model, the trials are represented by random mixtures over latent
intentions, in which each LNS is characterized by a distribution
over data units. This work also proposes to use the Gaussian
distribution to represent each LNS by taking into account the
general features of sEMG signals [26], [27]. For applications to
control, the model includes a classification procedure. The most
likely classes are successively selected by assuming that a trial
is associated with a sequence of intentions. The selected class
labels can be interpreted as commands to an object intended to
be controlled such as a robot, a prosthetic device, a wheelchair
and so on.

B. Generative Process Model

A simple illustration of the proposed model is shown in Fig. 1.
Suppose that training data are collected in T trials for C class
classification, and a data sequence is made up of N data units
in each trial (see Section II-C). Under the assumption that the

number of LNSs, K, are fixed, the proposed model describes a
generative process of data acquired at the dth trial, as follows:

1) Sample θd ∼ Dirichlet (α).
2) For each of the sEMG data units (n = 1, . . . , N),

Sample zn ∼ Multinomial (θd). Sample dn ∼ p(dn |zn ,
μ1:K ,Ω1:K ) from a multivariate Gaussian distribution
conditioned on zn .

3) Sample c ∼ p(c|z, η1:L ) which represents a softmax dis-
tribution, where z = (1/N)

∑N
n=1 zn .

θd is a K-dimensional Dirichlet random vector; the parameter
α is a K-dimensional vector each of whose elements are posi-
tive. Each trial is generated by again selecting from the Dirichlet
random vector and repeating the entire process. Each zn denotes
a 1-of-K binary random vector with elements znk for k = 1, . . . ,
K. zn , n = 1, . . . , N , are the LNS factors that induce an sEMG
sequence. To describe the kth latent intention, the Gaussian pa-
rameters, mean vector μk , and covariance matrix Ωk are fixed
quantities. Given the quantities, a feature vector dn of the data
unit is drawn from the following distribution conditioned on zn :

p(dn |zn , μ1:K ,Ω1:K ) =
K∏

k=1

N (μk ,Ωk )zn k . (1)

A sequence of values of dn over successive data units repre-
sents a trial. For applications, a class label c is drawn from the
softmax distribution [28],

p(c|z, η1:L ) = exp
(
ηT

l z
)
/

L∑

i=1

exp
(
ηT

i z
)

(2)

where η1:L represents a set of L class coefficients; and each
ηl is a K-dimensional vector whose elements are real values.
Unknown parameters to be estimated are α, μ1:K ,Ω1:K , and
η1:L . Their optimal values are determined based on training
trials. Section II-D will explain the optimization method. Once
the model is established, sEMG-based classification is possible
for future test trials.

This section introduced the concept of the generative pro-
cess and relationship among parameters. From the next section,
we describe each step sequentially: the feature extraction from
sEMG signals in Section II-C, the hidden unknown variable
optimization and estimation in Section II-D, and estimation of
classification parameter in Section II-E.

C. sEMG Data Unit

Raw sEMG profiles can be windowed with or without overlap.
Each window is regarded as a data unit. In a window, features are
appropriately designated. Feature extraction relies on physical
and neurophysiological conditions for a problem to be solved.
The feature used in this work is the mean absolute value (MAV),
which has commonly been used for muscle activation detection.
The MAV is computationally simple and intuitive. It is computed
as follows:

MAV =
1
M

M∑

i=1

|xi | (3)
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where xi is a data point value at the ith time index, and M is
the total number of data points in a window. Thus,

dn = [ MAV1 . . . MAVH ]T (4)

where the subscript indicates channel index assuming a trial
records sEMG signals from H channels.

It should be noted that the sEMG data unit is the represen-
tation of a basic element of information. This work assumes
that a sequence of sEMG units contains essential information
encoded in the sEMG data from a trial. Other than the MAV,
any possible combination of features is available [29], [30], and
it has been shown that combinatory features are advantageous
to attain high classification accuracy [31], [32]. However, this
work restricts the use of other features because its primary aim
is to show the feasibility of our approach not to find the best
protocol for the highest classification accuracy.

D. Variational Inference

Finding the exact inference to compute the conditional dis-
tribution of the LNSs given the model is intractable. Instead,
the method of variational inference approximation used in LDA
is similarly applicable [24]. In the middle of the inference ap-
proximation, the factorized variational distribution of the latent
variables is declared to be

q (θ, z1:N , |γ, ϕ1:N ) = q (θ|γ)
N∏

n=1

q(zn |ϕn ). (5)

Variational parameters γ and ϕ1:N are introduced; γ is a
K-dimensional Dirichlet parameter; and each ϕn parameter-
izes a categorical distribution over K elements, where E[zn ] =
ϕn . Then, the minimization of the Kullback–Leibler (KL) di-
vergence [33] between the factorized and the true posterior
distributions is conducted using the variational expectation-
maximization (EM) algorithm [34]. In the E step, the varia-
tional parameters are updated. The update rule of the variational
parameter γ is identical to that of LDA [24], therefore,

γnew = α +
N∑

n=1

ϕn . (6)

Meanwhile, the update rule of the variational parameter ϕn

is obtained by applying the technique introduced in [28] for the
model, which includes a softmax classification, as follows:

exp
(

1
N

ηlk − (hT ϕn )−1hk

)

ϕnew
nk

= κN(dn |μk ,Ωk ) exp

⎛

⎝ψ(γk ) − ψ

⎛

⎝
K∑

j=1

γj

⎞

⎠

⎞

⎠ (7)

where ϕnk is the kth element of ϕn , hT ϕn =
∑L

l=1
∏N

n=1
(
∑K

k=1 ϕnk exp( 1
N ηlk )) is a linear function of ϕn , h =

[h1 , . . . , hK ]T , ψ(·) is a gamma function, and κ is a normal-
ization factor.

In the M step, model parameters are estimated given the
variational parameters. Gaussian parameters in the LNS are

computed:

μnew
k =

∑N
n=1 ϕnkdn

∑N
n=1 ϕnk

(8)

Ωnew
k =

∑N
n=1 ϕnk (dn − μnew

k ) (dn − μnew
k )T

∑N
n=1 ϕnk

. (9)

Classification parameters η1:L can be estimated using the
conjugate gradient [28], which is applied to

T∑

t=1

ηT
lt
ϕt − log

(
L∑

l=1

N∏

n=1

(
K∑

k=1

ϕtnk exp

(
1
N

ηlk

)))

(10)

where ϕt = (1/N)
∑N

n=1 ϕtn at the tth trial. α can also be opti-
mized [20]. However, practically, its value is fixed, for example,
α =

[ 1
K , . . . , 1

K

]T
uniformly.

The variational inference and the parameter estimation are
repeatedly processed until the convergence is attained.

E. Classification

Once a model is learned, classification for future data can be
performed. Given an unseen data, the learned model performs
a variational inference on the data to identify variational pa-
rameters with LNSs estimated during training. Then, the same
procedure as in [28] is applied, which results in a label selection
such that

c∗ = arg max
l∈{1,...,L}

E[ηT
l z] = arg max

l∈{1,...,L}
ηT

l ϕ. (11)

For practical applications such as control of prosthetic devices
or robotic arms, online or real-time classification is important
[2], [22], [35]. To implement online classification, a decision is
made per time window by modifying the classification rule as
follows:

c∗n = arg max
l∈{1,...,L}

ηT
l ϕn for the nth time window. (12)

Generally, increasing window length improves classification,
while a longer processing time is required for a decision [35].

III. EXPERIMENTS

A. Subject

Seven subjects volunteered for the experiments (mean ± SD
age = 27.4± 2.96 years). All of the participants were free of neu-
romuscular and musculoskeletal pathology. All of the subjects
were given sufficient information about the purpose and proce-
dures, and, before participation, informed consent was obtained
from each subject. The KAIST Institutional Review Board ap-
proved the proposed experimental protocol of this study.

B. Experiment Design

Fig. 2 shows a list of the limb motions chosen in this study.
The motions were chosen to intuitively represent all possible
actions: wrist flexion/extension, radial/ulnar deviation, prona-
tion/supination, and hand grip/open. The movement of opening
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Fig. 2. Eight limb motions (M1–M8) with a relaxation pose (M0) for classi-
fication in this study.

Fig. 3. Electrode locations chosen for this study. See also Table I.

TABLE I
ELECTRODE LOCATIONS ON THE FOREARM

the hand also extends the fingers to distinguish it from the re-
laxation movement. The limb motions are easily executable,
intuitive, and varied enough to be used for applications such as
prosthetic or exoskeleton control [2], [21], [32], [35].

The actions are mainly governed by forearm muscles. The
goal of this study is the classification of the nine wrist or finger
postures, eight motions plus one relaxation posture, using the
proposed model, and the model evaluation through the exper-
imental results. A minimal number of electrodes were placed
at sites such that interpreting the signal of different motions
could be performed as accurately as possible across subjects.
Fig. 3 shows the electrode locations selected considering par-
ticular muscles whose relevant functions contribute to the limb
motions listed in Table I. Four electrodes were attached at each
recording spot, as summarized in Table I. A fifth electrode was
located on the upper arm as a reference to remove noise.

Fig. 4. (a) Experimental setup. (b) Experimental Procedure: black bold line
represents the target motions from M0 to M8 over time and gray lines illustrate
sEMG signals of the channels.

The subject was asked to sit comfortably in a chair with
his right forearm lightly positioned on a horizontal plane with
supports (Ergo Rest, USA). To allow the natural movement of
the wrist, the wrist and hand were not constrained with any
supports [see Fig. 4 (a)]. During movements, raw sEMG signals
were measured using a commercial bipolar surface electrode
and a filter-amplifier system (Bagnoli, Delsys Inc., USA).

C. Experimental Procedure

The experiments consisted of three sessions: pretest, a maxi-
mal voluntary contraction (MVC) check, and test sessions. Dur-
ing the pretest session, each subject took part in a familiarization
session in which the subject became comfortable with the ex-
perimental equipment and practiced the experimental protocols.
After the pretest session, maximum contraction values of each
of the four muscles were recorded to be regarded as 100% MVC
following the instructions on the computer screen. The subjects
were asked to sequentially perform four wrist motions which
exercised the maximum force of each muscle: radial deviation,
flexion, extension, and ulnar deviation at MVC. It was requested
that each wrist action be performed for 2 s.
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In each experiment, each subject was asked to perform wrist
motions sequentially at two distinctive muscular activation lev-
els. It was very difficult to maintain a consistent contraction
level; therefore, relatively low (20–30% MVC) and high (60–
70%) activation level windows were designated. The activation
level bar graph was shown on the screen during the experiment
to help each subject maintain the level in real time. In each test
session, the order of wrist motions was radial deviation, flexion,
extension, ulnar deviation, pronation, supination, hand grasp,
and hand open [see Fig. 4(b)] for 5 s. Relaxation posture was
taken between any two sequential motions with the same inter-
val. The motion sequence began with a relaxed natural posture
of the wrist and hand. Each subject repeated the motion se-
quence five times at each muscular activation level. Therefore,
five sessions per subject were recorded. The subject was allowed
to relax between each session to avoid muscular fatigue, which
could affect the myoelectric signal in the subsequent trials. The
subject was not allowed to talk or move his body during the
experiments, in order to avoid motion artifacts.

D. Signal Processing

The myoelectric signals were recorded simultaneously with
a data acquisition system (NI 6221, National Instrument, USA),
and were then sampled at 1 kHz. The myoelectric signals were
band-pass filtered (5–450 Hz) using a zero phase fourth-order
Butterworth filter; power line noise was rejected with an acti-
vated notch filter. The baselines of the myoelectric signals were
shifted using mean values during the initial 10 s. Then, the my-
oelectric signals were normalized using MVC values. The static
phase of each contraction was used for evaluation. The time
window per data unit was set at 250 ms with a 50 ms window
increment. The MAV feature was extracted in each window.

E. Modeling Condition and Motion Analysis

Various validation studies are conducted to assess the pro-
posed model. First, the influence of the number of LNSs is ex-
amined. Second, the possibility of identifying the same motions
without considering different activation levels is investigated in
the combined activation level condition. Third, the performance
of a generalized model across subjects is investigated. Finally,
online classification using the proposed model is performed.

From the results, we analyze the sEMG strategy between high
and low activation levels through the model in the combined
activation level condition, sEMG strategy transition through
the model in an online classification condition, and compare
individual sEMG strategy through model in a cross subject
condition.

IV. STRATEGY ANALYSIS

This work assumes a motion’s sEMG strategy can be in-
dicated with respect to LNSs using the proposed model. The
learned model describes a specific motion execution with a
specified vector γ which expresses the relative contribution pro-
portion of LNSs. kth LNS is expressed by its mean vector, μk ,
and covariance matrix, Ωk , e.g., a Gaussian distribution. Hence,

Fig. 5. Simple visualization of LNS that consists of the four-dimensional
mean vector of the GMM for sEMG strategy analysis.

a characteristic of a specific motion in terms of the data units
can be represented by a GMM as follow:

p (x) =
K∑

k=1

wkNk (13)

where wk = γk∑ K
k = 1 γk

, Nk = N (x;μk ,Ωk ) , γk is the kth ele-

ment of γ which is estimated through the variational inference
step using the specific motion data. Here, the random vector x
represents MAVs relative to MVCs from the four electrodes.

To ease visual analysis and evaluation, the characteristic of a
specific motion can be simply expressed by mean vector which
is computed by

μs =
K∑

k=1

wkμk . (14)

The mean vector indicates the representative magnitudes of
muscular activations from the four electrodes as, for example,
illustrated in Fig. 5. Therefore, it provides information on the
sEMG strategy. Especially, when specific motions are executed
by consistent muscular activations as in our cases, the mean vec-
tor describes the distribution of muscular activations intuitively.

For quantitative analysis, it is valid to measure similarity
between sEMG strategies extracted from the probabilistic LNS
space. This work considers the extended Jaccard distance which
measure dissimilarity between two sample sets, and is comple-
mentary to the Jaccard coefficient [36] which is a variant of
normalized inner product. Each mean vector of two motions in
comparison is represented by (14) using a specific variational
parameter γ inferred from each specific motion data in the LNS
space. When μa and μb represent two mean vectors, the extended
Jaccard distance is defined as follows:

J(μa, μb) = 1 − μa · μb

μ2
a2 + μ2

b2 − μa · μb

. (15)

As two sEMG strategies are more similar, the metric value
becomes lower. The value is between 0 and 1. The original Jac-
card index [37] is a similarity measure for binary features, but its
extension in (15) is used with real-valued features. The Jaccard
similarity is both scale and translation sensitive [36]; therefore,
the overall scale and the relative contribution of individual ele-
ments of the mean vector can be taken into account to compare
sEMG strategies as well.
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TABLE II
OFFLINE INDIVIDUAL PATTERN CLASSIFICATION ACCURACY ACCORDING TO

NUMBER OF LNSS (%): (a) HIGH, (b) LOW, AND (c) COMBINED

ACTIVATION LEVEL CONDITION

V. RESULTS

A. Number of LNSs

As in [2], performance accuracy was measured based on
leave-session-out cross validation. That is, the proposed model
was trained with four sessions and tested with a remaining ses-
sion. Average accuracy was obtained from five runs per test for
each session. Table II shows accuracies of identifying the same
motion intentions over the number of LNSs. Individual subjects
are identified by letters A–G. In the high activation condition
[Table II(a)], most of subjects achieved above 90% accuracy;
a few had results of over 95%. In contrast, only a few cases
achieved above 90% accuracy in the low activation condition
[Table II(b)]. The model performance was poor with subject E
in both conditions.

B. Combined Activation Level

To examine the influence of activation level on performance,
myoelectric signals at both high and low activation levels were
used together to train the model. For evaluation, leave-session-
out cross validation was performed using all the data from both
activation conditions. Table II(c) summarizes the results over
the number of LNSs. With 30 and 40 LNSs, 86 and 87% accura-
cies were achieved on average, respectively. The classification
accuracy was relatively lower than the single activation condi-

TABLE III
ONLINE CLASSIFICATION ACCURACY ACCORDING TO NUMBER OF LNSS (%)

Fig. 6. Example of online classification over designated time window. Each
dot indicates classification result at a specific instant interval.

tioned cases with the same number of LNSs probably because
the model complexity is relatively higher.

C. Online Classification

To study the application of the model to online classifica-
tion, simulation tests were conducted. Rather than training a
model anew, the offline-trained model from the previous test
was used. However, the online classification rule, as explained in
Section II-D, was applied. Hence, each test session was clas-
sified online; that is, a classification result is an outcome per
250 ms time window with a 50 ms window increment. The re-
sults over the number of LNSs are summarized in Table III.
Fig. 6 illustrates the online classification performance. False
classification mainly occurred during motion transition periods.

D. Generalization Across Subjects

To study the model performance across subjects, the model
was tested with leave-subject-out cross validation. That is, a
specific subject’s data was excluded during training, and the
subject’s data was used as test data. The model was trained us-
ing high activation conditioned electromyographic signals only,
in order to clarify the LNSs by inferring each motion across
subjects. The model can be regarded as a generalized one across
subjects. Its overall performance for all of the LNSs is summa-
rized in Table IV. On average, 84% accuracy was obtained with
50 LNSs (K = 50), although the generalized model across sub-
jects performed less accurately than the subject-specific models
overall.
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TABLE IV
OFFLINE INDIVIDUAL PATTERN CLASSIFICATION ACCURACY WITH

GENERALIZED MODEL ACROSS SUBJECTS ACCORDING

TO NUMBER OF LNSS (%)

Fig. 7. Visualization of each LNS in the combined activation level conditioned
model. The LNSs are labeled from S1 to S30 (the label order is meaningless).

VI. DISCUSSION

A. Number of LNSs

Although subject-specific performance is different, the clas-
sification accuracy over the number of LNSs tends to increase
until some optimal number of LNSs, after which it slowly de-
creases due to model overfitting. We analyzed and selected the
optimal number of LNSs overall from the individual results.
Accuracies were only obtained for up to 50 LNSs because com-
putational complexity becomes much higher when there are
more than 50 LNSs.

In a comparison of the activation levels, the high activation
conditioned accuracy was found to be higher than the low ac-
tivation conditioned accuracy. High activation seems to better
clarify each intended motion. Above 20 LNSs (K > 20) note
that there is an appropriate choice to obtain reasonable overall
accuracies of at least 91% for high contraction level and 86%
for low contraction level across all subjects.

B. Combined Activation Conditioned Model Analysis

A trained model incorporates LNSs that describe activation
patterns. To demonstrate analyzing a trained model in detail,
this section uses the combined activation conditioned model
obtained from subject D’s data as an example. From this model,
the estimated LNSs when k = 30 are illustrated in Fig. 7.

TABLE V
MAJOR INFLUENTIAL LNSS WITH WHOLE ACTIVATION CONDITIONED

MODEL OF SUBJECT D

Fig. 8. Comparison between the mean vectors of low (thin line) and high
(thick) activation conditions per motions extracted from the combined activa-
tion conditioned model. And, for clarity, scale-adjusted mean vectors of low
activation conditions are overlapped with them of high activation conditions.

Relative contribution proportion of LNSs per motion is ob-
tained by averaging γ values estimated through variational in-
ference. Table V summarizes the most influential LNSs which
cover at least 95% of the total proportions in which they con-
tributed. The relative contribution proportions are also indicated
in parentheses in Table V. It is clearly shown that relatively large
scaled LNSs are mainly contributed for motions with high ac-
tivation levels. Meanwhile, relatively small scaled LNSs dom-
inates the representation of motions with low activation levels.
With the obtained accuracy, the learned model constructs the
LNS space, which characterizes both low and high activation
conditioned motions.

Fig. 8 visualizes each mean vector per each motion in both
activation level cases. The mean vectors of low and high acti-
vation conditions are drawn in thin and thick lines, respectively.
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Fig. 9. Example of motion transition over time in online classification perfor-
mance. Dot and cross represent instant features of each muscle, and gray boxes
depict the dataset and related mean vector visualization.

In addition, for easy comparsion, the mean vector scales of
low activation conditioned cases are matched and drawn over-
lapped with the high activation condition cases in Fig. 8. sEMG
strategies between low and high activation conditioned cases
are clearly distinguished in terms of the amplitude of the mean
vector. However, the relative distribution of the mean vectors
seem comparable between the two cases per each motion. Mo-
tions M1, M3, M5, M6, M7, M8, and M0 demonstrate quite
consistent results between the two activation conditions. Ex-
cept for motions M2 and M4, the motions amplify the mean
vector scales maintaining a relative activation pattern over the
muscles. In M2 and M4, the relative distributional difference
between two activation conditions other than the scale change
is visually observed further relative to the other motions. At M2
(flexion), LNS of low activation level (S25) is dominant on the
downward element (PL), but the LNS at high activation level,
a combination of S19 and S10, indicates relatively significant
rightward element (FCU) increment. This can be explained that
more cocontractions were activated to generate higher activa-
tion. Motion M4 (deviation) case can also be similarly explained.
Upward directional element (ED) is generated dominantly in
low activation condition, but as activation level increases, other
muscular activations are also significantly increased.

C. sEMG Strategy Transition

As a typical example, Fig. 9 illustrates the time flow of the
online performance around the transition period from relaxed
posture (M0) to motion M3. The mean vectors at selected win-
dows are indicated. In the middle of the transition, the mean
vector is shaped between motions M0 and M3. The mean vector
could lead to wrong classification at that instant; however, it may
be able to explain transient muscular activation between motions
M0 and M3. That is to say, the transient muscular activations do
not match specified sEMG strategies well; hence, false classifi-
cations are frequently seen during the transition. The proposed
model allows continuous tracking of sEMG strategies or influ-
ential LNSs over time. Thus, it can identify the dynamics of
sEMG strategies in a spatial representation. The information
on proportional changes of sEMG strategies from one motion

to another may extend possible applications to those beyond
discrete classification.

To enhance motion classification accuracy, it is possible to use
a postprocessing method such as a majority vote [35]. However,
this work is intended to emphasize the primary characteristic of
the proposed model, which is its ability to capture the stream of
motion change.

D. Subject’s Generalized Model Analysis

To analyze the structure of the LNS space of a generalized
model across subjects, this section uses a model trained with the
other subjects’ data to test subject F. The performance accuracy
of this case is shown in Table III and is 90% when K = 50. Un-
der the model’s accuracy, the similarity measure between two
motions with respect to LNSs as in (15) is applied, and its result
is visualized as similarity matrix in Fig. 10. As two motions
are more similar in strategy, the pixel color is closer to red. For
easy comparison, the similarity matrix is drawn with respect
to the between-subject similarity across motions [Fig. 10(a)]
and the between-motion similarity across subjects [Fig. 10(b)]
separately. Fig. 10(a) visually shows motions are generally dis-
tinguishable across subjects. In addition, some reddish areas
indicate similar strategies are shared between different subjects.
Even within a subject, some different motions are relatively sim-
ilar. For example, subject E shares similarity between M5 and
M6. In Fig. 10(b), motions M2, M3, M6, and M0 turn out to be
executed mostly similarly over subjects. A more detailed obser-
vation is possible. For example, in M2 and M3, subject G has a
clearly different strategy from the others. The rest posture M0
is relatively well distinguished from other motions. This seems
due to the activation scale. Fig. 10(c) visualizes hierarchical
cluster analysis which more effectively demonstrates identical
observations from Fig. 10(a) and (b).

To see how the similarity or dissimilarity is expressed in the
LNS space, Fig. 11 demonstrates some examples of the compar-
ison of the mean vectors extracted from the model to describe
the same motion executed by different subjects. As shown in
Fig. 11(a), at M2 (flexion), subject G’s sEMG strategy repre-
sented by a mean vector is the most distinguished from the
others, and subject C’s one is the second most distinguished.
Those two subjects have lower downward elements (PL) as
well as lower activation scales. In Fig. 11(b), while execut-
ing M3(extension), most subjects’ sEMG strategies possessed
greater leftward elements (ECR) than rightward elements (FCU)
except subject G. Fig. 11(b) demonstrates examples of describ-
ing different motions of a subject in the LNS space. As indicated
in Fig. 10, some motions are similar in their mean vectors. For
example, M5 and M6 are quite similar for subject E, meanwhile
M1, M2, and M5 are quite similar for subject F. This implies
that those motions are hard to distinguish during classification.
In addition, it is visually recognized that subject F tends to ac-
tivate the PL muscle while executing various motions. On the
other hand, subject E uses the PL muscle much less than sub-
ject E. These observations demonstrate that the model captures
subject-specific characteristics of motion execution.

Overall, including the unseen cases here, the trained model
describes shared motion execution strategies between subjects
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Fig. 10. Similarity matrices based on extended Jaccard distance, J , (a) between subjects across motions and (b) between motions across subjects. Two motions
are more similar when the pixel color is closer to red. (c) Hierarchical cluster analysis. Motions are clustered based on their similarity.

Fig. 11. (a) Comparison between the mean vectors which infer the same
motion per subjects extracted from the generalized model: (left) M2 and (right)
M3. Similarity values are indicated below. (b) Comparison between the mean
vectors which infer various motions executed by the subject extracted from the
generalized model: (left) subject E and (right) subject F.

with respect to LNSs as well as different strategies even for
the same executed motion. In addition, a particular motion or
comparison between particular motions or particular subjects

can also be characterized with respect to the LNSs. The results
indicate that the proposed model as a single coherent model is
able to incorporate diverse strategies and signify complicated
correlations of various motions in the LNS space as well.

E. Remarks

This section summarizes some nontrivial remarks. The pro-
posed model not only attained high accuracy for subject-specific
performance but also demonstrated its potential for use in the
design of a generalized classification system across subjects.
Furthermore, the model can be used to analyze characteristics
of individual motion executions in the LNS space. The spatial
LNS representation is valuable for not only motion classifica-
tion but also motion-specific or subject-specific characterization
and analysis.

Our approach did not require an explicit optimal feature
extraction procedure. While training the model, optimal fea-
tures were extracted implicitly and automatically. Furthermore,
the model did not rely on prior knowledge of model param-
eters. During online processing, continuous tracking of major
influential LNSs, or sEMG strategies was possible unlike other
traditional approaches. The online monitoring will be very effec-
tive to extend to other electromyographic control applications.
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The output response of the current model was designed for
classification problems using the softmax function. However,
the output response model can be extended or modified for any
other application. Appropriate selection of the output response
model would make it possible to generate control signals based
on an entire probability distribution over LNSs rather than dis-
crete classification decisions. Further investigation on other re-
sponse models is expected.

Previously, Bayesian models such as HMM and GMM [21],
[22] have been applied for electomyographic control. The
HMM- or GMM-based approaches require a number of mod-
els equivalent to the number of classification labels. Then, a
label is decided on to correspond to the model that attains the
maximum likelihood value given the data. Different from these
approaches, the proposed model includes a dimension of the
classification parameter that relies on the number of labels; the
natural description of the proposed model remains unchanged.

During training, the proposed model relies on the variational
EM algorithm for optimization. EM’s convergence speed is gen-
erally known to be sensitive to parameter initialization. To attain
quick and stable convergence, an efficient initialization method
such as an iterative point refinement algorithm [38] may be
effective.

There are still unexplored issues such as the selection of a
time window length [35] and application of any other features
beyond MAV [29], [30]. The optimized number of LNSs varied
from subject to subject. The subject-dependent issue should also
be further investigated.

VII. CONCLUSION

This paper presented information on the progress of gen-
erative model-based electromyographic control. The proposed
hierarchical Bayesian model offers intuitive signal processing
and effective analysis; these are very useful during implemen-
tation. Furthermore, the generative model automatically deter-
mines LNSs, which are key components of classification. There-
fore, users do not need to find optimal features separately. This
paper has also demonstrated that the proposed model can reflect
various muscular activation patterns across subjects as well as
represent subject-specific characteristics of muscular activities.
Such potential functions will promote the feasibility of the pro-
posed model for applications. Even though further exploration
is required, this work proposes that the hierarchical Bayesian
model is a natural, intuitive, and efficient means for myoelectric
assistive device interface or control development.
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