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Abstract—This letter addresses a depth-completion problem for sequential data to reconstruct 3D models of outdoor scenes. While many deep-learning-based approaches have recently achieved promising results, their results are not directly applicable to 3D modeling because of several reasons. First, most results contain a lot of outliers because of irregularly distributed sparse measurements. Second, they ignore temporal coherence in sequential frames and produce temporally inconsistent depths. Therefore, we propose a new method that predicts temporally consistent depths with corresponding confidences from sequential frames. The suggested method can efficiently remove the outliers based on confidence estimates, which accurately represent the true prediction errors. The method also produces temporally consistent depths by integrating the depth information of consecutive frames. In addition, we present a 3D-modeling system that reconstructs a globally consistent 3D model in real-time using the results from the proposed depth completion method. Extensive experiments on synthetic and real-world datasets show that our method outperforms the other state-of-the-art methods in terms of both depth-completion and 3D-modeling accuracies.

Index Terms—Aerial Systems: Perception and Autonomy, Computer Vision for Transportation.

I. INTRODUCTION

It is important to estimate accurate and dense depth maps for outdoor scenes in tasks related to computer vision and robotics including 3D environmental perception and autonomous navigation. As a primary means to achieve dense depth maps, depth-completion methods are widely applied. Depth completion aims to compute a dense depth map from sparse depth measurements that may come from LiDAR data or SLAM map points by leveraging high-resolution image information. To solve the depth-completion problem, conventional approaches have used filter-based methods [1], [2] or optimization-based methods [3], [4]. Recently, deep-learning-based methods [5]–[8] have emerged as a potential technique to solve depth-completion problems.

In this study, we investigate the possibility of reconstructing 3D models using a depth completion method. Depth-completion methods have their merits in that they enable to generate a more detailed 3D model than the 3D model based on the simple accumulation of LiDAR data or SLAM map points. Furthermore, given that the sparse depth measurements are accurate, it is possible to produce a more accurate 3D model than that produced by existing image-based reconstruction approaches, like multi-view stereo [9] or motion stereo [10] methods.

However, there are some factors that degrade the reconstruction performances of depth-completion methods. First, unreliable depth maps may be produced because the depth measurements are very sparse and irregularly distributed in the image space. In this reason, a more accurate depth-estimation approach is essential to estimate accurate 3D models. Second, the estimated depth maps may contain outliers in backgrounds and some occluded regions; these outliers should be filtered out. Third, depth maps are computed independently for each frame. This in result does not consider temporal coherence of consecutive frames. Therefore, depth-completion methods can generate depths that are temporally inconsistent, thus producing locally inconsistent 3D models.

Therefore, we propose a new deep-learning framework that predicts temporally consistent depths with their confidences from sequential frames to obtain accurate depth maps and 3D models. The proposed framework produces the confidence maps from comprehensive latent features that are trained directly from true depth errors. The predicted confidences provide precise information about reliability of the depth values. The confidences are used to filter out outlier depths like background or occluded areas as well. The framework also sequentially propagates the estimated depths from frame to frame to keep depths temporally consistent. Instead of directly propagating the depth maps [11], [12], we integrate the latent features of two consecutive frames, to effectively incorporate the comprehensive information of the features. This is done by proposing a confidence-based feature integration to apply different attentions to each consecutive feature. In addition, we present an online 3D-modeling system based on our depth-completion method. The modeling system generates a globally consistent 3D model in real-time, fusing the estimated depth maps with their confidences. Extensive experiments show that our method outperforms the other state-of-the-art methods in terms of depth-completion accuracy. We further demonstrate online modeling of a real-world scene as shown in Fig. 1.

The contributions of this work are summarized as follows:
We present a novel depth-completion framework that performs sequential depth fusion and confidence prediction. It can predict temporally consistent depths and filter out the outliers based on the confidence estimates.

We propose a method to predict confidences of depth completion, which are trained end-to-end based on depth-estimation error. The predicted confidences precisely represent the true depth errors.

We propose a novel online 3D-modeling system based on depth completion. This system applies strict noise filtering and constructs a globally consistent model using surfel-based mapping [13].

We empirically evaluate the proposed method using the KITTI benchmark [5] and Aerial dataset [8]. We also provide results about 3D reconstruction. Our source code and demonstration video are publicly available. The remainder of this paper is structured as follows. Section II shows the related work on depth completion. Sections III and IV describe the proposed depth-completion method and online modeling system, respectively. Section V shows the experimental results, and Section VI summarizes the contributions made by this study.

II. RELATED WORK

Depth Completion: Most conventional approaches address the depth-completion problem with bilateral filtering [1] or global optimization [3], [4] based on the underlying assumption that depth discontinuities coincide with color changes. To further enhance the depth-completion accuracy, several approaches consider additional information, such as semantic segmentation [15] or planarity measures [16].

Recently, many studies [5], [6], [7], [17] have used convolutional neural networks for depth completion, which have achieved performance improvements over the conventional methods. Uhrig et al. [5] proposed sparsity invariant convolution, which evaluates the validity mask of sparse input to handle sparse irregular inputs in depth completion. Ma and Karaman [6] proposed an end-to-end deep-regression model, which is composed of an encoder-decoder deep network based on ResNet. Li et al. [17] suggested a cascade hourglass architecture to deal with multi-scale structures for depth completion. They progressively predicted depth maps in a coarse-to-fine manner with multi-scale guidance. Qiu et al. [7] additionally predicted surface normal maps and used them to regularize the depth completion and to filter noises.

Confidence Estimation: Some studies attempted to predict confidences of depth estimates to filter out noisy predictions. Various confidence estimation approaches have been proposed for different depth-estimation tasks, such as depth prediction [18], stereo vision [19], and multi-view stereo [20]. Conversely, confidence estimation for depth completion has received relatively less attention; there have been only a few confidence-estimation methods for depth completion.

Some depth-completion methods [7], [21], [14] estimated the confidences for internal processing without providing any confidence output for the final prediction. Qiu et al. [7] and Van Gansbeke et al. [21] used multiple inertial modules that predict depths in parallel, with corresponding confidences, and then applied attention-based integration using the predicted confidences. Eldesokey et al. [14] proposed the normalized convolutional network (NConv) that estimates confidences from convolution operations and propagates them to consecutive layers. Several methods [22], [23] produced confidence output along with the final depth estimate by directly training error-maps [22] or by reformulating the NConv framework probabilistically [23]. However, these methods [22], [23] solved unguided depth completion that ignores RGB guidance information. Teixeira et al. [8] proposed an image-guided confidence estimation method for guided depth completion. They extended NConv by appending an extra confidence-estimation network.

Sequential Depth Integration: Integrating sequential depth estimates could provide temporally consistent results with improved accuracy. Depth integration approaches have popularly been used in conventional depth-estimation approaches, such as monocular SLAM [24] and motion stereo [10], [25]. They estimate depth and uncertainty measurements in a video sequence and propagate them frame to frame based on multiple-depth-hypothesis filtering and fusion.

Recently, several deep-learning-based methods [11], [12] have been introduced to capture temporal coherence in sequential frames. Hou et al. [11] proposed motion stereo method that integrates sequential depth information using a Gaussian process model. Yang et al. [12] presented a video-based depth-prediction method that fuses sequential depth and uncertainty estimates in a Bayesian inference framework.

Although these methods were proposed for motion stereo [11] or depth prediction [12], there are currently no appropriate depth-integration methods for depth completion. The previous
methods continuously propagated depth hypotheses based on the assumption of a static scene. However, they are not suitable for dynamic scenes, like the KITTI dataset. Furthermore, incorrect predictions might also be continuously accumulated over multiple frames. To address these issues, instead of propagating depth hypotheses, we independently predict depth and confidence based on the integrated latent features of two consecutive frames. The latent features of consecutive frames are fused by attention-based integration and are regularized by a U-Net architecture.

III. DEPTH COMPLETION METHOD

We assume that a data frame including an RGB image \( I_k \) : \( \mathbb{R}^2 \rightarrow \Omega \rightarrow \mathbb{R}^3 \), a sparse depth map \( S_k : \Omega \supset \mathbb{R}_+ \rightarrow \mathbb{R}^3 \), and a camera pose \( T_{w,k} \in \mathbb{S}_{\mathbb{E}(3)} \) are acquired as input; where camera pose \( T_{w,k} \) represents the pose of frame \( k \) with respect to the world coordinates \( w \). For each input frame \( k \), we estimate the dense depth map \( D_k : \Omega \rightarrow \mathbb{R}_+ \) and the confidence map \( C_k : \Omega \rightarrow \mathbb{R}_+ \) by integrating the information about the previously estimated depth map \( D_{k-1} \) and confidence map \( C_{k-1} \). Fig. 2 depicts the proposed network architecture for depth completion and confidence estimation, which is composed of three stages: feature extraction (Section III.A), feature integration (Section III.B), and depth and confidence prediction (Section III.C). The feature-extraction stage computes a latent feature for each input frame. This stage also estimates the confidences of the latent features. The feature-integration stage updates the extracted latent feature by combining it with the corresponding feature of the previously estimated depth map. The integrated feature is then fed into a U-Net-like encoder-decoder architecture for feature refinement. The last stage concatenates the integrated feature with the initial feature and estimates the final depth map and the corresponding confidence map.

A. Feature Extraction

In the first stage, our model takes an image \( I_k \) and a sparse depth map \( S_k \) as inputs and produces a latent feature and the corresponding confidence for depth completion. The latent feature implicitly represents the dense depth information based on the input data. We use the feature-extraction layers in an NConv framework [14]. NConv can efficiently process highly sparse depth data with a small number of parameters using a multi-stream fusion strategy with a normalized convolution operation. Furthermore, NConv has one of the best performances to date, even though it requires less computation time and GPU memory than other state-of-the-art methods [6], [21]; therefore, NConv was adopted for our feature-extraction model.

The feature-extraction stage is based on a multi-stream framework with late fusion [14], which extracts multiple features from the image and from the sparse depth map separately and fuses them for performing depth completion. Fig. 2(a) depicts the feature-extraction pipeline, which consists of two pathways: the depth pathway and image pathway. The depth pathway considers only sparse depth \( S_k \) without color information. This pathway performs unguided depth completion from \( S_k \) and predicts a coarse dense depth with unguided confidence. The unguided confidence is computed by iteratively propagating the confidence starting from a sparse depth mask to consecutive normalized convolutional layers [26]. The depth pathway then extracts the latent features for the coarse dense depth. The image pathway concatenates the computed unguided confidence and the image \( I_k \) and then extracts their latent features. The extracted features from the two pathways are combined and fed into multiple convolutional layers with ReLU activations to produce the initial feature. It encodes the local affinity from the color image and the local depth information from the sparse input.

In contrast to NConv, we additionally compute a guided confidence for the extracted initial feature. This confidence is used for integrating sequential information. The network for guided confidence estimation is simply composed of two residual blocks [27] and one \( 1 \times 1 \) convolution layer, followed by a sigmoid activation, to obtain output in the range \([0,1]\). We denote the computed initial feature and the confidence map for a frame \( k \), as \( F_k^{\text{init}} \in \mathbb{R}^{h \times w \times c} \), respectively; where \( h \) and \( w \) are the dimensions of the input, and \( c = 32 \) is the number of feature channels used in our experiments.
B. Feature Integration

In this stage, our model refines the initial feature $F_k^{\text{init}}$ by integrating the estimated depth information from the previous frame. Integrating sequential depth information could provide complementary information and produce temporally consistent results with improved accuracy. Given a previous depth map $D_{k-1}$ and the corresponding confidence map $C_{k-1}$, we first warp them into the current frame $k$ using a relative camera pose $T_{k,k-1}$ from frame $k-1$ to frame $k$. The relative camera pose can be calculated as $T_{k,k-1} = T_{k-1,k}(T_{w,k-1})^{-1}$. The warped depth map and warped confidence map are denoted as $D_k^{\text{warp}}$ and $C_k^{\text{warp}}$, respectively. We then extract the feature $F_k^{\text{warp}}$ from a network, which is composed of a single convolution with ReLU and two residual blocks. The features are represented with 32 channels and the same resolution as the input image $I_k$.

The extracted two features, $F_k^{\text{init}}$ and $F_k^{\text{warp}}$, are fused by the attention-based integration method [7]. Instead of directly integrating the depth maps [7], [12], we integrate the latent features. The initial feature $F_k^{\text{init}}$ and the warped feature $F_k^{\text{warp}}$ are fused by the following integration function:

$$F_k^{\text{fuse}} = \frac{C_k^{\text{init}}F_k^{\text{init}} + C_k^{\text{warp}}F_k^{\text{warp}}}{C_k^{\text{init}} + C_k^{\text{warp}}}$$

where initial confidence $C_k^{\text{init}}$ and warped confidence $C_k^{\text{warp}}$ are already normalized to the range $[0, 1]$; therefore, the weighted sum can be used for the integration function.

The integrated feature contains some abruptly discontinued feature values because the warping operation produces zero-depth-pixels in specific image locations. Therefore, we refine and smooth the integrated feature $F_k^{\text{fuse}}$ using a U-Net-like encoder-decoder architecture [28]. The encoder consists of three down-sampling blocks, where each block includes two convolutional-ReLU layers with a max-pooling layer to down-size the feature to half resolution. The decoder consists of three upsampling blocks, in which the upsampling operators are executed by an interpolation method to produce the smoothing results. The final feature, $F_k^{\text{final}}$, is then determined by concatenating the refinement out of the integrated feature $F_k^{\text{fuse}}$ with the initial feature $F_k^{\text{init}}$. The final feature encodes the depth hypotheses from multiple frames, while preserving the local information about the color image and sparse measurements.

C. Depth and Confidence Prediction

The last stage predicts the final depth map and the corresponding confidence map using the estimated final feature $F_k^{\text{final}}$. Our model, shown in Fig. 2(c), follows a two-stream network that predicts a depth map and a confidence map separately. One stream for depth prediction takes the final feature $F_k^{\text{final}}$ as input, and the other stream for confidence estimation takes both $F_k^{\text{final}}$ and the final depth output $D_k^{\text{final}}$ as inputs. The two streams follow a similar format: one $3 \times 3$ convolution-ReLU block, followed by two residual blocks, and a final $1 \times 1$ convolution with a sigmoid function.

Loss Function: The loss function of our network model is defined as:

$$\mathcal{L} = \lambda_1 \mathcal{L}_d(D_k^{\text{final}}) + \lambda_2 \mathcal{L}_c(C_k^{\text{final}}) + \lambda_3 \mathcal{L}_d(D_k^{\text{init}}) + \lambda_4 \mathcal{L}_c(C_k^{\text{init}}),$$

where $\mathcal{L}_d$ and $\mathcal{L}_c$ represent the losses on the estimated depth map and confidence map, respectively. The initial and final depths with confidences are used for loss computation. $\lambda_1, \ldots, \lambda_4$ are constant weights for each loss term; in this study, we set the weights as $\lambda_1 = \lambda_2 = \lambda_4 = 1.0$ and $\lambda_3 = 0.3$.

The depth loss, $\mathcal{L}_d$, is defined as the pixel-wise mean squared error:

$$\mathcal{L}_d(D) = \frac{1}{N} \sum_p ||D(p) - D^{\text{gt}}(p)||^2,$$

where $N$ is the total number of pixels. $D(p)$ and $D^{\text{gt}}(p)$ are the predicted depth and ground-truth depth at pixel $p$, respectively.

We use the confidence loss following [12] for $\mathcal{L}_c$. For each training step, we first estimate a ground-truth confidence according to the depth-prediction error. The ground truth confidence at pixel $p$ is defined as:

$$C^{\text{gt}}(p) = e^{-||D(p) - D^{\text{gt}}(p)||}$$

The confidence loss $\mathcal{L}_c$, then, is defined as the mean squared error loss between the predicted confidence $C$ and the ground truth $C^{\text{gt}}$:

$$\mathcal{L}_c(C) = \frac{1}{N} \sum_p ||C(p) - C^{\text{gt}}(p)||^2,$$

where $C(p)$ is the predicted confidence at pixel $p$.

IV. ONLINE 3D MODELING SYSTEM

This section describes the online 3D-modeling system based on the proposed depth-completion method. Our depth-completion method generates a temporally consistent depth map using a sequential depth-integration framework; therefore, our method is more appropriate for 3D modeling than other methods [6], [8], [17]. Furthermore, the confidence map estimated from our method is used to filter out outlier depths to improve the precision of 3D reconstruction.

For each input frame, the system first estimates the camera pose and sparse 3D map points from a SLAM module. It then computes a depth map and updates a global 3D model at regular frame intervals. The depth map is computed by depth completion (as described in Section III), which uses the sparse map points as sparse depth input. The depth-completion method produces depths maps that include outliers in background regions and occluded areas. Furthermore, the sparse depths may be non-uniformly distributed in a specific area; this may cause unreliable depth estimates. Therefore, it is necessary to remove the outliers and unreliable depths.

To filter out the outliers, we considered two filtering criteria, depth confidence and geometric consistency. The depth confidence criterion uses the confidence map estimated in Section III and aims to remove the low-confidence depths. We regard the
depths with a confidence lower than a certain threshold as unreliable depths and filter them out. Geometric consistency checks the consistency of the estimated depth among previous depth estimates. The current frame is compared to the previous five frames for the consistency check. Similar to multi-view stereo depth filtering, as in [20], we first convert the estimated depth map into a point cloud and re-project it to each of the previous frames. We then compute the discrepancy between the projected depths and the original depths from the previous frames. The discrepancy is defined as \( \|d_{\text{proj}} - d_{\text{orig}}\|/d_{\text{orig}} \), where \( d_{\text{proj}} \) and \( d_{\text{orig}} \) are the projected depth and the original depth, respectively. If an estimated depth does not have at least three frames with a discrepancy smaller than a threshold, we regard the depth as geometrically inconsistent and filter it out. The discrepancy threshold balances accuracy against the completeness of a reconstructed model. In this paper, we heuristically determined the threshold as 0.01 to achieve balanced results for both accuracy and completeness.

Finally, the filtered depth maps are integrated into a global 3D model using a surfel-based fusion method [13]. The surfel-based method represents a 3D model as a collection of surfels, where each surfel has the following attributes: 3D position, normal, color, weight, and radius. Similar to [13], our method defines the surfels that have not been updated in a period as inactive surfels. Then, low-weighted inactive surfels are removed from the global 3D model. Therefore, the 3D model is again cleaned up over time.

V. EXPERIMENTAL RESULTS

A. Dataset and Experimental Setup

This study focuses on the depth completion of outdoor scenes. We used two outdoor benchmark datasets, the KITTI depth-completion benchmark [5] and the Aerial dataset [8], to evaluate the performance of our depth-completion method.

- **KITTI dataset**: This dataset is composed of color images (1216 × 352 resolution) and sparse LiDAR measurements (about 4.0% coverage), where each frame is acquired from a mobile platform while driving around diverse outdoor scenes. We evaluated on the validation set instead of the test set because the test set does not provide sequential data.

- **Aerial dataset**: This is a photo-realistic synthetic dataset for various outdoor aerial scenes. It is appropriate for the evaluation of 3D-model reconstruction because it provides ground-truth 3D models and dense depths at full-resolution. It contains training and test datasets, which are generated from 26 independent aerial scanning trials. We considered only 19 scanning sets because the other scanning sets do not include ground-truth pose information. For each frame, we generated 10K random samples (about 2.8% coverage of the image resolution of 752 × 480) over the ground-truth depths to get the sparse depth input.

We implemented the depth-completion network using the PyTorch library and the 3D-modeling system in an ROS environment. Every network used in the experiments was trained and tested with the original image resolution on a machine with multiple GPUs. The ADAM optimizer was used for training the networks. We set the initial learning rate to \( 10^{-4} \), the decay factor to 0.5, and ran for 30 epochs with a batch size of 8 for all datasets.

B. Comparison With the State-of-the-Arts

To evaluate the performance of our depth-completion method, our method was compared with the state-of-the-art methods NConv-CNN [14], Sparse-to-Dense [6], MSG-CHN [17], RGB-G&C [21], and DC-Conf-Net [8], using their public source codes. Similar to our method, DC-Conf-Net predicts confidences along with depths, while other methods do not produce confidences. To evaluate the depth-completion performance, we calculated three standard error metrics [5]: root mean square error (RMSE), mean absolute error (MAE), and mean absolute relative error (MRE).

Table I compares the results of each method. Our method had the best performance in all metrics. Sparse-to-Dense and RGB-G&C had relatively good performances on the KITTI dataset, but they do not perform well on the Aerial dataset. Moreover, as tabulated in Table II, their networks require a large number of parameters, over 2.6M. By contrast, our network requires only a moderate number of parameters (1.6M) while significantly outperforming all these methods. In particular, our method...
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Fig. 5. RMSEs of depth completion results under different input depth sparsities. Our method always outperforms the other methods and has good performances, even with very sparse inputs.

Fig. 6. The comparison results with respect to AUSE and RMSE on (a) KITTI and (b) Aerial datasets where left-bottom is better. Our method performs best in terms of RMSE while having comparable AUSEs.

our method to various input sparsities. The sequential integration of our method complements a preliminary result from very sparse inputs. Therefore, our method can obtain accurate depth completion results even with very sparse inputs.

C. Evaluation of Confidence Prediction

This section evaluates the quality of the predicted confidence in our method compared to that of DC-Conf-Net [8] and probabilistic NConv (pNConv) [23]. pNConv is an extension method of NConv to estimate depth confidences probabilistically. It directly trains depth uncertainties similar to our method but utilizes a different loss function, *aleatoric uncertainty loss:* $L_{\text{prob}}(D, V) = \frac{1}{N} \sum_p \frac{|D(p) - D^{gt}(p)|^2}{V(p)} + \log(V(p))$, where $V(p)$ is the predicted noise variance at pixel $p$. This loss explicitly formulates a maximum likelihood problem of the Gaussian error model. Furthermore, we evaluated a variation of our method, Ours$_{prob}$, which was trained by the aleatoric uncertainty loss instead of the original loss.

To measure the quality of confidences, we used the *area under sparsification error plots (AUSE)* [29]. Fig. 6 shows the comparison results representing the relationship between AUSE and RMSE. As shown in Fig. 6, DC-Conf-Net performs the worst in terms of AUSE. Performing confidence-guide depth refinement through additional networks, DC-Conf-Net used the refined depths to train the confidences. This model did not explicitly associate confidence with depth-prediction error. pNConv had comparable AUSEs, while it performs worst in terms of RMSE. It is designed for unguided depth completion that ignores RGB information; therefore, it generally underperforms the other

guided methods. As compared to our original method (Ours), Ours$_{prob}$ showed better AUSE performances while significantly underperforming on RMSE. The models trained by the aleatoric uncertainty loss could not obtain accurate depth predictions since they can be biased toward the low-error depths [22]. On the other hand, our original method had the best performance in terms of RMSE and comparable quality of confidence prediction simultaneously.

D. 3D Modeling Results

This section demonstrates the performance of the 3D-modeling system proposed in Section IV on the Aerial dataset (synthetic scenes) and on real-world data. The Aerial dataset was used to measure the modeling performance of our depth-completion method quantitatively using the ground-truth information. The real-world data, on the other hand, was used to demonstrate the feasibility of the proposed 3D-modeling system in real-world applications.

**Aerial dataset:** We used the depth and confidence results computed in the previous experiments (Section V.B) directly to reconstruct 3D models for the Aerial dataset. The models constructed by depths and confidences estimated from our depth-completion method were compared with those of DC-Conf-Net. We computed three metrics [30] for the evaluation, precision, recall, and f-score (P, R, and F), by comparing a constructed model with its ground-truth model. The ground-truth models were created by accumulating all ground-truth depths directly to focus only on observed surfaces. We used the ground-truth poses instead of SLAM outputs to measure the reconstruction quality, regardless of pose uncertainty.

Fig. 7 shows the reconstructed 3D models with their quality measures in two test scenarios. Our method outperformed DC-Conf-Net in terms of overall performance. DC-Conf-Net may produce temporally inconsistent depths; therefore, many depth points were filtered out in the geometric consistency check. Conversely, our method produced temporally consistent depths, which allows us to construct a complete 3D model with high recall. Furthermore, our method can precisely remove outliers based on accurate confidence estimates. This improves the precision of reconstructed models.

**Real-world scene:** The camera mounted on the MAV captured sequential images at a resolution of $848 \times 480$. We used ORB-SLAM [31] for pose estimation and sparse depth estimation. We used the sparse map points as sparse depth input (about 0.25% coverage). Our pretrained model on the Aerial dataset was used for depth completion.

Fig. 1 shows examples of depth-completion results and a reconstructed model of the real-world scene. As can be seen, our modeling system produced a satisfactory reconstruction with globally consistent surfaces. Furthermore, outliers, including background and occluded regions, were clearly removed in the reconstructed model. This indicates that the proposed depth-filtering method is effective and feasible in real-world environments. We also provide the comparison results of our method and the motion-stereo method [10] in the demo video.
VI. CONCLUSION

We proposed a network architecture for depth completion that produces depths with corresponding confidences and presented an online 3D-modeling system based on that depth-completion method. Our method integrates sequential depth information to produce temporally consistent depths with improved accuracy. The predicted confidences of our method accurately represent the true prediction errors of the depth estimates. The proposed modeling system handles large numbers of outliers in the predicted depths using several filtering steps, including confidence-based thresholding and a geometric consistency check. The filtered depths are integrated into a globally consistent 3D model using surfel-based fusion. To the best of our knowledge, this is the first work that implements an online modeling system to reconstruct 3D outdoor scenes using a depth-completion method. To reduce the operating time, a future study should be conducted to incorporate a model compression method [32] into our network.
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